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CLUSTERING OF REGIONS BASED ON ECONOMIC GROWTH FACTORS:
THE STUDY OF KAZAKHSTAN

The theoretical frameworks of economic growth are considered, and key indicators for as-
sessing the economic development of regions are identified. A cluster analysis of Kazakhstan’s re-
gions was conducted, according to a set of economic growth factors. Based on the results of the
analysis, a classification of the country’s regions is proposed. The level of economic development
of regions, according to the theory of sustainable economic growth, was estimated using a number
of indicators, which include innovation activity, human capital, private capital, public capital, re-
gional accessibility, regional concentration, and gross regional product (GRP) per capita. Thus,
with the help of cluster analysis of factors of socio-economic development of Kazakhstan’s regions,
we were able to structure indicators of their economic growth by the degree of similarity, and
identify 8 regional clusters. The results obtained can be used in the formation of economic, social,
and financial policy of the state, taking into account regional features of the Republic’s development.

Keywords: economic growth, cluster analysis, regions of Kazakhstan, growth factors, regional
development, clusters, Ward’s method, Euclidean metric, GRP, Kazakhstan.
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Introduction. The development of Kazakh-
stan’s regions is a priority task of national impor-
tance. The regional development strategy is not
uniform in relation to different regions. This is due
to significant differences in the regions’ resource
availability, the structure of their economy;, the level
of development achieved in various sectors of the
economy, the conditions for entering the market
economy, the pace of transformation of ownership
forms, and overall competitive advantages deter-
mined by natural and climatic, demographic, pro-
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duction, and geographical factors.

At present, Kazakhstan has developed a
vertically integrated (centralized) model of econo-
mic organization of territories, which is characte-
rized by the dominance of one or more large mass
industrial enterprises, united in corporate struc-
tures, which are the main employers, the main
source of replenishment of local budgets and a
key factor in the formation of infrastructure eco-
nomy in the regions. This model is mainly formed
in countries with a single-industry economy. For
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Kazakhstan, in modern conditions, the network
model of territorial-economic organization,
characterized by flexible specialization and the
ability to innovate, based on the mobilization of
resources of the entire network through cluster
development, becomes more promising. The stra-
tegy of territorial development of the Republic
of Kazakhstan puts forward the cluster approach
as an effective method of territorial and econo-
mic organizationand a tool for improving the com-
petitiveness of the country’s regions. The Strategy
focuses on creating regional clusters that com-
bine regions with similar socio-economic situa-
tions in order to involve regions in the system of
global and regional markets for goods, Finance,
labor resources, technology and information,
which determines their competitiveness. The
experience of developed European and Asian
countries also confirms the multi-functional ro-
le of the cluster approach in providing conditions
for the formation and implementation of compe-
titive advantages of regions.

The main objective of this research work is
to classify the regions of Kazakhstan by clustering,
taking into account the factors ofeconomic growth.
the results can be used in the formation of eco-
nomic, social and financial policy of the state, ta-
king into account the regional characteristics
of the country’s development.

Literature review. Economic growth theo-
ries are the starting point for determining factors
that could be economically significant for regio-
nal growth. There are many theories of economic
development. Differing in basic, fundamental ap-
proaches, they offer different behavioral hypo-
theses, use different concepts and categories, ex-
plain the development process in different ways,
and provide different guidelines. Modern theories
of economic growth were formed on the basis of
two sources: the neoclassical theory, which has
its roots in the theoretical views of J.B.Say and
received a complete expression in the works of
the American economist J.B. Clarke, and the Key-
nesian theory of macroeconomic equilibrium.

The founder of the theory of growth poles
(«points of growthy) is Francois Perroux [1].

In the theoretical model of F. Perroux, in-
dustries are the primary unit of analysis, they are
considered as something that exists in an abstract
economic space. In accordance with it, the growth
pole is a set of developing and expanding indust-
ries (activities) that are geographically located in
an industrial zone and can cause further develop-
ment of economic activity throughout the region
of their influence. The concept of «economic de-
velopment» is defined as follows: it is a structural
change caused by the growth of new, «exciting»
industries [2]. These industries contain the driving
force of economic development. These industries
are growth poles that first initiate and then extend
development to the surrounding area. The strength
of the growth pole theory is that it has been recog-
nized as the main theory of initiation and pro-
pagation of development. It is based on the domi-
nance effect discovered by Francois Perroux.

Thus, most of the leading experts in the
field of cluster development agree that the concept
of «growth poles» should include a set of four
elements [3, 4]:

— natural and geographical conditions of
the territory;

— rapidly developing industries (the most
promising and least expensive for a specific ter-
ritory);

— stable functioning enterprises (basic for
the region’s industries) and well-developed in-
frastructure;

—regional development programs (imple-
mented on the territory of the region and appro-
priate for further development).

Also, some scientists have argued that ac-
tive state and local government intervention ba-
sed on a wide range of mechanisms in relation to
cluster policy favourably affected the spatial pro-
cesses of clusters [5, 6].

In addition, scientists in separate publica-
tions noted that the role of the state in supporting
the development of high-tech clusters based on
«growth poles» should be long-term.

The concept of regional clustering isto attract
investments and large business structures to the
region (possibly with the involvement of foreign
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capital) by optimizing the territory’s own poten-
tial, improving the indicators of the regional la-
bor market [ 7], which implies the diversification
of the economy, new jobs and new specialties (in
connection with the transition to the digital eco-
nomy), creating the socio-economic infrastructure
of the cluster and reducing its payback period,
increasing income and paying capacity of the
population, aswell as the use of advanced techno-
logies and innovations in the production envi-
ronment of the region [8, 9].

M. Porter considers «industrial clusters» as
an effective tool for the development of the re-
gional economy and increasing its competitiveness.
They are a group of geographically concentrated
firms and closely related industries that mutually
contribute to the growth of each other’s compe-
titiveness. A cluster as a sustainable partnership
of interconnected organizations and individuals is
based on taking into account the positive syner-
gistic effects of regional agglomeration and may
have a potential that exceeds the simple sum of
the potentials of individual components.

Main part. The level of economic develop-
ment of regions, according to the theory of sustai-
nable economic growth, can be estimated using a
number of indicators, which include innovation
activity, human capital, private capital, public ca-
pital, regional accessibility, regional concentration,
and gross regional product (GRP) per capita.

The following indicators were identified as
analyzed data on the economic development of
Kazakhstan’s regions:

1) Innovation activity:

— patent activity, in % of the total indicator
for Kazakhstan (11);

—gross expenditure on research and deve-
lopment per capita (12).

The number of patents granted and R&D costs
can be considered as ameasure of technical progress
generated by product and process innovations.

2) Human capital:

— number of employees with a university
degree per 1000 employees (13). This indicator
shows the region’s ability to generate knowledge,
as well as the ability to adapt the knowledge of
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other regions, and improve the tools produced,;

— number of employees, including self-
employed, per thousand inhabitants (14);

—number of economically active population
per thousand inhabitants (15).

These two indicators allow us to draw a con-
clusion about the number of people who partici-
pate and accumulate knowledge in the production
process. Theyare also a measure of accumulated
knowledge at the regional level.

3) Private capital:

—industrial investment per capita (16). Allow
you to determine the attractiveness of the region
for private investors.

4) Social capital:

— budget investments per capita (17). They
can be interpreted as a regional factor that charac-
terizes capital investment. The higher it is, the
higher the investment attractiveness of the region,
including for private investors;

— public expenditure per capita (18). The
higher this indicator, the more the state is interested
in stable and effective development of the region.

5) Regional accessibility (19). Characterizes
the measure of the region’s accessibility to markets
and national transport infrastructure. This indicator
was calculated as follows (see formula 1):

(Distance fromthe regional center to Almaty +
Distance from the regional center to Nursultan)/
(Distance from Almaty to Nursultan).

1)

6) Regional business concentration:

— the number of active entrepreneurs per
1000 sq km (110). This indicator characterizes
business density and can be interpreted as the level
of potential urbanization of the economy;

— number of registered entrepreneurs per
100,000 inhabitants (111). Provides information
about the spatial concentration of business and
the degree of concentration of business initiative
in the region;

—employed in industry per 1000 employees
(112);

—employed in the service sector per 1000
employees (113).
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These are the two most significant indica-
tors that characterize the degree of potential loca-
lization of the economy:.

7) GRP per capita (114). It characterizes the
average income and expenses per inhabitant of a
givenregion and is an indicator of the well-being
of its population. This indicator more accurately
determines the level of social development of the
region than the gross domestic product per capita.
The selected indicators, although they are qua-
litatively different in economic content and quan-
titatively multidirectional, at the same time allow
us to take into account the dynamics of the popu-
lation and filter regions by location type.

To combine regions into sufficiently large
groups asthey resemble each other, it is necessary
to conduct a cluster analysis, the purpose of which
is to divide a set of objects into a given or unknown
number of classes based on some mathematical
criterion for the quality of classification (cluster).)
a cluster, abundle, a cluster, a group of elements
characterized by a common property). The
criterion of quality of clustering to a certain extent
reflects the following informal requirements:

a) within groups, objects must be closely
related to each other;

b) objects of different groups must be far
from eachother;

c) other things being equal, the distribution
of objects in groups must be uniform.

A great advantage of cluster analysis is that
it allows you to group objects not by one para-
meter, but by a whole set of features. In addition,
cluster analysis, unlike most mathematical and
statistical methods, does not impose any restric-
tions on the type of objects under consideration,
and allows usto consider a set of source data of
an almost arbitrary nature. Also, cluster analysis
allows you to consider a fairly large amount of
information and dramatically reduce, compress
large amounts of socio-economic information,
make them compact and visual.

Clustering of Kazakhstan’s regions will be
performed using the ward’s method. The choice
of this method is due to the fact that as a result,
the set of studied objects is divided into the most

homogeneous groups from a statistical point of
view. The target function is the intragroup sum of
the squares of deviations, which is the sum of
the squares of the distances between each point
(object) and the average of the cluster containing
this object. At each step, two clusters are com-
bined that result in a minimal increase in the target
function, i.e., a minimum increase in the target
function. intra-group sum of squares. Data for all
regions of the Republic of Kazakhstan were used
as the initial information (table 1).

Since the selected indicators are heteroge-
neous, it is necessary to standardize them. We
chose the z-transformation of values. Standar-
dization brings the values of all variables to a single
range, namely from -3 to +3. Other proposed
standardization options are rather secondary.

The results of the cluster analysis are pre-
sented:

1) the proximity matrix (similarity);

2) atable of the order of the agglomeration;

3) the table of cluster membership;

4) tree diagram (dendogram).

The proximity matrix obtained after proces-
sing the source data is shown in table 2. This matrix
provides information about similarities or dif-
ferences in the socio-economic development of
regions. The lower the value, the greater the simi-
larity of the two regions and combinations in the
cluster. Conversely, the larger the corresponding
value of the proximity matrix, the greater the
difference between the two regions.

The join table is shown in table 3. Each line
describes the step of actual cluster formation.

Averyimportant issue in the behavior of clus-
ter analysis is the problem of choosing the optimal
number of clusters. Quite often, the criterion for
combining (the number of clusters) isa change in
the corresponding function.

For example, in our case, this is the square
of the Euclidean distance defined using standar-
dized values (see formula 2):

dist = Zn:(xi ~-y.)%.

The grouping process must correspond to a
25
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sequential minimum increase in the value of the
criterion.

Ward’s method says that the distance
between two clusters, Aand B, is how much the
sum of squares will increase when we merge them:

- - )
A(AB)= X[ xi—maus [I” -
icAuUB

- 2 - 2
=2 Xi—ma|I° = 2|l Xi-mg [|°=
icA icB

_ NaNg
Na +Ng

3)
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%
where m; is the center of cluster i, and n. is

the number of points in it. A is called the merging
cost of combining the clusters Aand B.

With hierarchical clustering, the sum of
squares starts out at zero (because every point is
in its own cluster) and then grows as we merge
clusters. Ward’s method keeps this growth as small
as possible. This is nice if you believe that the sum
of squares should be small. Notice that the number
of pointsshows up in A , as well as their geomet-
ric separation. Given two pairs of clusters whose
centers are equally far apart, Ward’s method will
prefer to merge the smaller ones.

Because the objective function is based on
the distances between the centroids of the clus-
ters [10] it is necessary to use the squared Eucli-
dean distance as the metric to calculate distan-
ces between objects. If the objective function is
minimum variance, Ward’s linkage method can
only be applied to distance matrices using the
squared Euclidean distance metric.

Table 1
Initial data for clustering regions of Kazakhstan

Innovative Human Private Social Region. | Regional concentration GRP per

activity capital capital capital vailability business's capita,

thousand

11 12 13 14 15 16 17 18 19 110 | 111 | 112 | 113 | tenge 114
Kazakhstan 100 |962,08 228 |467,51|512,62 |53,057 |11,020| 32,07 17 844 |170 |478 |266,9
Akmolinskaya 0,63 |703,83 155 | 497,80 | 548,23 | 14,249 {5,805 (21,30 |1,197 15 556 [108 |391 |157,6
Aktyubinskaya |4,72 |384,34 188 | 467,85(518,10(112,083 12,760(20,98 |2,502 5 705 |153 |480 |285,9
Almatinskaya 7,41 |206,66 175 (459,33 (502,55 (14,976 {6,708 |16,16 |1,424 12 358 |[114 |374 |120,8
Atyrauskaya 0,75 |2654,20 |203|422,57|466,93 (468,687 23,694|96,32 |3,429 9 691 |[270 |579 |1099,4
East Kazakhstan |6,23 |2315,86 |190 [473,68|510,99|23,323 (4,591 |46,38 |1,723 11 599 |[197 |444 |196,7

Zhambylskaya 3,81 |98,42 194 | 468,85 | 527,39 (15,350 |17,206(17,03 |1,365 8 396 |[113 |539 |91,2

West Kazakhstan | 1,23 | 127,36 180 | 472,18 520,59 (19,889 |13,259(15,92 |3,419 8 460 |[162 |421 |323,0
Karagandinskaya | 5,43 |3555,49 |206 |504,55|545,45|36,079 | 4,188 |28,37 |1,189 7 625 |[305 |444 |272,2
Kostanayskaya |4,48 |638,17 184 | 540,95 (592,49 (20,996 |10,161|28,83 |2,010 11 575 [149 |509 |217,1
Kyzylordynskaya | 0,32 |32,59 208 (419,26 | 473,20 74,636 {9,177 41,87 | 1,759 5 412 |107 |462 |189,5
Mangistauskaya |0,44 |5781,24 |250 |404,35|447,78|152,406 10,778|10,33 |3,764 7 982 [438 |540 |566,5
Pavlodarskaya 2,49 24,96 164 | 505,57 | 550,73 36,693 {4,042 (255 |1,429 22 860 [243 |390 |289,9
North Kazakhstan| 1,98 |124,24 132 | 552,26 | 600,28 (11,996 |3,571 |18,47 |1,813 13 449 |74 |320 |1478
Ps(c:zj;hkhstan 4,20 |55,16 239 (404,97 | 443,07 (7,260 |3,151 21,68 |1,601 28 529 |95 |445 |110,3
Nursultan city 3,93 203,72 394 (468,17 | 511,10 | 257,729 94,519/ 62,70 | 1,000 6170 (1810 |175 (812 |510,6
Almaty city 52,67 |4549,86 (585 |447,33|491,03(50,561 |11,973|41,36 | 1,000 45537/ 3696 | 223 |748 |625,7
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Table 2

The matrix of proximity (similarity)

The square of the Euclidean distance

Regions 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Akmolinskaya |0 4944 12,385 (57,49 4,811 |2,667 | 7,999 | 5,166 | 4,098 | 8,128 | 44,127 2,749 | 3,933 | 10,979 44,797 82,926
Aktyubinskaya |4,944 |0 3,815 | 37,203 4,425 | 3,451 | 2,102 | 6,529 {6,572 | 4,601 | 26,979 4,780 | 11,234 7,854 | 34,329 72,568
Almatinskaya 2,385|3815 |0 55,242 4,818 (2,293 | 6,545 | 7,239 | 9,627 | 3,941 | 38,544 5,242 | 9,967 | 4,133 | 45,642 79,533
Atyrauskaya 57,494 37,203 55,242 0 38,650| 54,667 43,193 48,071 54,973 38,377 33,469 49,483 71,438 52,047 41,216 90,175
East Kazakhstan | 4,811 | 4,425 | 4,818 | 38,650 0 5,553 | 7,843 | 4,487 | 7,758 | 5,359 | 26,957 4,758 | 13,197 9,070 | 38,139 67,140
Zhambylskaya |2,667 | 3,451 |2,293 | 54,667 5,553 |0 7,258 | 6,730 | 6,204 | 5,096 | 39,899 5,622 | 10,124 6,789 | 34,531 75,852
West Kazakhstan| 7,999 | 2,102 | 6,545 | 43,193 7,843 |7,258 |0 10,150 8,571 | 8,356 | 27,439 7,407 | 11,879 11,164 45,349 84,715
Karagandinskaya| 5,166 | 6,529 | 7,239 | 48,071} 4,487 |6,730 | 10,150 0 5,700 | 11,949 32,711 1,067 | 10,965 15,938 39,613 71,950
Kostanayskaya |4,098 | 6,572 | 9,627 | 54,973 7,758 |6,204 | 8,571 | 5,700 |0 15,739 45,584 4,192 | 3,596 | 21,763 40,724 80,031
Kyzylordynskaya| 8,128 | 4,601 | 3,941 | 38,377 5,359 |5,096 | 8,356 | 11,949 15,739 0 33,613 10,529 20,144 2,105 | 35,917 77,194
Mangistauskaya | 44,127 26,979 38,546 33,469 26,957| 39,899 27,435 32,711 45,584 33,613 0 36,533 60,531 35,064 59,444 75,139
Pavlodarskaya |2,749 | 4,780 | 5,242 | 49,483 4,758 |5,622 | 7,407 | 1,067 |4,192 | 10,529 36,533 0 6,686 | 14,595 42,156 77,823
Qggl](hstan 3,933 (11,234 9,967 | 71,438 13,197 10,124 11,879 10,965 3,596 | 20,144 60,531 6,686 | 0 25,074 59,042 100,21
E(%g;rl](hstan 10,979 7,854 | 4,133 [ 52,047/ 9,070 | 6,789 | 11,164 15,938 21,763 2,105 | 35,064 14,595 25,074 0 45,068 75,976
Nursultan city | 44,797 34,326 45,642 41,216 38,139| 34,531] 45,349 39,613 40,724 35,917 59,444 42,156 59,042 45,065 0 60,086
Almaty city 82,926 72,569 79,533 90,175 67,140| 75,852 84,715 71,950 80,031 77,194 75,139 77,823 100,21 75,976 60,084 0
Table 3
Table of the order of agglomeration (Ward’s method)
Association to a The step at which the cluster
Steps Cluster Coefficients appears for the first time Next step
Cluster 1|Cluster 2 Cluster 1 Cluster 2

1 8 12 0,534 0 0 7

2 2 7 1,585 0 0 8

3 10 14 2,637 0 0 2

4 3 6 3,784 0 0 10

5 1 3 5,086 0 4 3

6 9 13 6,884 0 0 1

7 5 8 9,788 0 1 9

8 1 5 14,833 5 7 5

9 1 2 20,705 8 2 1

10 1 9 28,766 9 6 1

11 1 10 41,703 10 3 1

12 4 11 58,438 0 0 1

13 4 15 86,413 12 0 4

14 4 16 131,586 13 0 4

15 1 4 210,000 11 14 7
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The presence of a sharp jump can be inter-
preted as a characteristic of the number of clusters
that objectively exist in the study population, that
is, at a step where the coefficient value increases
abruptly, the process of merging into new clusters
must be stopped, since otherwise clusters that are
relatively far from each other would be merged.

In our case, this is a jump from 9.788 to
14.833. This meansthat after the formation of eight

clusters, there is no need to perform further joins,
and the result with eight clusters isoptimal. The opti-
mal number of clusters is considered to be equal
to the difference between the number of observa-
tions (here: 15) and the number of steps, after
which the coefficient increases abruptly (here: 7).
After determining the optimal number of clus-
ters, it is necessary to find out whether each region
belongs to a particular cluster (see table 4).

Table 4
Belonging to the cluster of regions of Kazakhstan
Regions Number Clusters | Regions Number Clusters
1 Akmolinskaya 2 9 Kostanayskaya 4
2 Aktyubinskaya 3 10 Kyzylordynskaya 5
3 Almatinskaya 2 11 Mangistauskaya 6
4 Atyrauskaya 6 12 Pavlodarskaya 1
5 East Kazakhstan 1 13 North Kazakhstan 4
6 Zhambylskaya 2 14 South Kazakhstan 5
7 West Kazakhstan 3 15 Nursultan city 7
8 Karagandinskaya 1 16 Almaty city 8

The most common method for represen-
ting the proximity matrix is based on the idea of a
tree diagram, which is a graphical representation

of the results of the process of sequential cluster
formation (see figure 1).

0 5 10 15 20 25
Number . e R ; e +

Karagandinskaya I
Pavlodarskaya 12
East Kazakhstan 5
Almatinskaya I
Zhambylskaya &
Akmolinskaya 1
Aktyubinskaya 2
West Kazakhstan 7 } ‘
Kostanayskaya & |
North Kazakhstan 13 J ‘ |
Kyzylordynskaya 1 :’—‘ ‘
South Kaazakhstar 14
Atyrauskaya 4 —'—\ ‘
Mangistauskaya 1 I |
Almaty city 15— I l
Nursultan city le l

Figure 1. Adendogram constructed using the Ward method
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Conclusion. The cluster analysis made it
possible to come to the conclusion that even re-
gions that are close to each other on the geogra-
phical map differ so much in resource and human
potential that they cannot be assigned to the same
economic cluster.

In accordance with the strategy of territo-
rial development of the Republic of Kazakhstan,
the main directions of increasing the economic
potential and competitiveness of the selected re-
gional clusters, in our opinion, should be:

— conducting marketing research to deter-
mine the direction of positioning (specialization)
of regions and reference cities of the country in
the national, regional and global economic system;

—focus of regions not only on the effective
use of traditional factors of production, but also
on the development of specialized factors, such
as innovative potential, skilled labor, modern in-
frastructure and institutional environment;

— combining the efforts of small and medium-
sized companies, as well as other interested orga-

nizations to reach those niches where the regional
cluster has potential competitive advantages;

—in regions dominated by large vertically
integrated companies (mainly in oil and gas and
mining industries), the development of industries
of higher added value (based on deep processing
of raw materials), the creation of mechanisms of
outsourcing and strengthening of local content
in major projects with the formation of auxiliary,
servicing and processing unit for small and me-
dium enterprises.

Thus, using cluster analysis of factors of
socio-economic development of Kazakhstan’s
regions, we were able to structure indicators of
their economic growth by the degree of similarity,
and identify 8 regional clusters. The obtained re-
sults can be used in the formation of the economic,
social, financial policy, taking into account regio-
nal peculiarities of development of the Republic,
in particular through the development of imple-
mentation of the strategy for territorial deve-
lopment.

REFERENCES

1. Perroux, F. (1955). Note sur les notion de pole de croissance // Economie Appliquee 7 (1-2).

- P. 307-320.

2. Fritsch, M., Mueller, P. Effects of new business formation on regional development over
time // Regional Studies. — 2004. —\Vol. 38. —No0.8. - P. 961-975.
3. Storper, M. The Regional World: Territorial Development in Global Economy. — New-York:

Guilford Press, 1997. - 338 p.

4. Broekel, T., Benner, T. Regional factors and innovativeness: an empirical analysis of four
German industries // Annals of regional science. —2011. —\Vol. 47. —No.1. - P. 169-194.
5. Bass, S. Japanese research parks: National policy and local development // Regional Studies.

—1998. — Vol. 3. — No.5. — P. 391-403.

6. Fukugawa, N. Science parks in Japan and their value-added contributions to new techno-
logy-based firms // International Journal of Industrial Organization. — 2006. — Vol. 24. — No.2.

— P. 381-400.

7. Plahin A. Principy Klasterizacii prisozdanii industrial’nyh parkov v Rossijskoj Federacii //

Upravlenec. — 2014. - No.4. - S. 72-78.

8. Solvell, O., Lindqvist, G., Ketels, C. Thee cluster initiative Greenbook. — Stockholm:

Bromma tryck AB, 2003. — 93 p.

9. Walcott, S. Chinese Science and Technology Industrial Parks. — UK: Ashgate Publishing

Company, 2003. - 220 p.

10. Rencher, A. Methods of Multivariate Analysis. — 2nd ed. — New-York: John Wiley & Sons,

2002.

29

KA3AK DKOHOMUKA, KAPXbI XXOHE XAJIBIKAPAJIBIK CAVIA YHUBEPCUTETIHIH XXAPUIBICHI, 2021. — Nel(42)



KA3AK DKOHOMUKA, KAPXbI XXOHE XAJIBIKAPAJIBIK CAVIA YHUBEPCUTETIHIH XXAPUIBICHI, 2021. — Nel(42)

IKonomura

JIUTEPATYPA

1. Perroux, F. (1955). Note sur les notion de pole de croissance // Economie Appliquee 7(1-2).
- P. 307-320.

2. Fritsch, M., Mueller, P. Effects of new business formation on regional development over time //
Regional Studies. — 2004. —Vol. 38. —No0.8. — P. 961-975.

3. Storper, M. The Regional World: Territorial Development in Global Economy. — New-York:
Guilford Press, 1997.—P. 338.

4. Broekel T., Benner, T. Regional factors and innovativeness: an empirical analysis of four
German industries // Annals of regional science. —2011. —\Vol. 47. —No.1. - P. 169-194.

5. Bass, S. Japanese research parks: National policy and local development // Regional Studies.
—1998. — Vol. 3. — No.5. — P. 391-403.

6. Fukugawa, N. Science parks in Japan and their value-added contributions to new techno-
logy-based firms // International Journal of Industrial Organization. — 2006. — Vol. 24. — No.2. -
P. 381-400.

7. Ilnaxun A.E. ITpyHIMOBI KIacTepu3aluy MPU CO31aHUU WHIYCTPUAIBHBIX NTapKOB B
Poccuiickoii ®eneparuu // Yupasnenen. — 2014. — Ned, — C. 72-78.

8. Solvell, O., Lindqvist, G., Ketels, C. Thee cluster initiative Greenbook. — Stockholm:
Bromma tryck AB, 2003. — 93 p.

9. Walcott, S. Chinese Science and Technology Industrial Parks. — UK: Ashgate Publishing
Company, 2003. - 220 p.

10. Rencher, A. Methods of Multivariate Analysis. — 2nd ed. — New-York: John Wiley & Sons,
2002.

A.C. HypOauun, A.A. KupeeBa

AMMAKTAPIBI SJKOHOMMKAJIBIK OCYIIH ®AKTOPTAPEI HETT3IH/IE
KJIACTEPIEH/IIPY: KASAKCTAH MBICAJIBIHIA

AHaaTna

Byn makanama SKOHOMHUKAJBIK ©CYIIiH TEOPETHKAIBIK HEri3fepi KapacThIPBUIIbI KOHE aiiMak-
TapJIbIH SKOHOMHKAJIBIK IaMYBIH OaFaayiblH 0acThl KOPCETKIIITEP] aHBIKTANIHI. DKOHOMHUKAIIBIK OCY/IIH
(bakTOpIapBIHBIH KUBIHTHIFBI OOibIHIIA Ka3akcTaH aliMakTapbiHAa KIACTEPIIK Taay *acabIHIbI.
Tannmay HOTHIKECIHE CYHEHE OTBIPHIN, MEMJICKETTIH aiiMaKTapbIHBIH KIIACCU(UKAIIUSACH! YCHIHBUIIBL.
AliMaKTapIbIH SKOHOMHUKAITBIK JaMy JICHT el TYPaKThl 3KOHOMUKAJIBIK ©6CY TCOPHUICBIHA COlKec OipHele
KOPCETKIIITEP/Ii KOJIAaHa OTBIPBIN OarallaHpl, OJlapFa MHHOBAIUSUTBIK OCIICEHIUTIK, aJlaMU KaluTall,
JKEKe KarauTall, MeMJICKETTIK KaluTall, alMaKThIK KOJDKETIMJIUTIK, allMaKThIK IIOFBIPIaHY KOHE HKAaJITbI
aiimakTeik oHIM (OKAO) sxaransl. Hotokecinme, KazakcTan aiiMaKTapbIHBIH QJICyMETTIK-DKOHOMHKATIBIK
JaMyBIHBIH (haKTOpIapbiH KJIACTEPITIK TaJAay apKbUIBI 013 oapIblH SKOHOMHUKAIBIK 6Cy KOPCETKIIITEPIHIH
YKCACTBIFBI OOMBIHIINA KYPBUIBIMIAIBIK )KOHE 8 aliMaKTHIK KJIACTepIIepIi OenTineaik. AJTbIHFaH HOTHKE-
JIep peciyOiIrKa JaMybIHBIH aiiMaKTHIK €PEKIIEIKTEPiH €CKepe OTHIPHIT MEMIICKETTIH YKOHOMUKAJIBIK,
QJIGYMETTIK JKOHE KapiKbl CasiCaThIH KAJIBINTACTHIPYNa KOJMAAHBLTYBl MYMKIH.
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DKonomurka

A.C. HypOauun, A.A. KupeeBa

KIACTEPU3BAIIUA PETTOHOB IO ®PAKTOPAM SKOHOMMUYECKOI'O POCTA:
HA TTPUMEPE KA3BAXCTAHA

AHHOTALIUA

B naHHOI cTaThe pacCMOTpPEHBI TEOPETHUECKHUE OCHOBBI 3KOHOMHUYECKOTO POCTa, OMPEEIECHBI
KJTFOUEBBIE MTOKA3aTEN! OLEHKH YKOHOMHUYECKOTO pa3BUTHS PErMoHOB. [IpoBeneH KiacTepHBIN aHAIN3
perronoB Kazaxcrana 1o COBOKyIHOCTH (paKTOPOB 9KOHOMHUECKOT0 pocta. 1o pe3yasraram npoBeaeH-
HOT'O aHaJIM3a NPEAIoKeHa KiacCU(pUKaLUs PETHOHOB CTPAaHbl. YPOBEHb YKOHOMUYECKOTO Pa3BUTHUS pe-
THOHOB, COTJIACHO TEOPHH YCTOHYMBOIO SKOHOMUYECKOr0 POCTa, ObLIa OLIEHEHA C NCIIONb30BaHUEM Psijia
MoKa3arenel, K KOTOpPbIM OTHOCATCS WHHOBAI[MOHHAsA aKTUBHOCTh, YEJIOBEUECKUN KalMUTall, YaCTHBIN
KaluTal, TOCylapCTBEHHBIN KalluTaj, perHoHallbHas JOCTYIHOCTb, PETHOHAIbHAS KOHIIEHTpalus U
BaJIOBOI1 pernoHaibHbIi npoaykt (BPII) Ha mynry Hacenenus. Takum 00pa3oM, ¢ TOMOIIBIO KJIACTEPHOTO
aHanu3a GakTOpOB COLMATLHO-KOHOMHYECKOTO Pa3BUTHS pernoHoB Ka3zaxcTaHa HaM yaaioch CTPYyK-
TYpPHUPOBATh [T0Ka3aTeH NX SKOHOMHYECKOTO POCTa IO CTENEHHU CXOJICTBA U BBIACTUTD 8 pErHOHAIBHBIX
kJactepoB. [lonydeHHbIe pe3ynbTaThl MOTYT OBITH HCTIONB30BaHbI IPU (YOPMUPOBAHUH HYKOHOMHUYECKOH,
COLMaNIbHON U (PMHAHCOBOH NOJIMTHKH TOCYIApCTBa C YUETOM PErHOHAJIbHBIX OCOOCHHOCTEH Pa3BUTHSA
PECITyONIHKH.

—a= th fda—
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